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Algorithms increasingly govern societal functions, impacting multiple stakeholders and social groups. How
can we design these algorithms to balance varying interests in a moral, legitimate way? As one answer
to this question, we present WeBuildAI, a collective participatory framework that enables people to build
algorithmic policy for their communities. The key idea of the framework is to enable stakeholders to construct
a computational model that represents their views and to have those models vote on their behalf to create
algorithmic policy. As a case study, we applied this framework to a matching algorithm that operates an
on-demand food donation transportation service in order to adjudicate equity and efficiency trade-offs.
The service’s stakeholders—donors, volunteers, recipient organizations, and nonprofit employees—used the
framework to design the algorithm through a series of studies in which we researched their experiences.
Our findings suggest that the framework successfully enabled participants to build models that they felt
confident represented their own beliefs. Participatory algorithm design also improved both procedural fairness
and the distributive outcomes of the algorithm, raised participants’ algorithmic awareness, and helped
identify inconsistencies in human decision-making in the governing organization. Our work demonstrates the
feasibility, potential and challenges of community involvement in algorithm design.
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1 INTRODUCTION
Computational algorithms increasingly take on governance and management roles in administra-
tive and legal aspects of public and private decision-making [26, 27, 47, 79]. In digital platforms,
bureaucratic institutions, and infrastructure, algorithms manage information, labor, and resources,
coordinating the welfare of multiple stakeholders. For example, news and social media platforms
use algorithms to distribute information, which influences the costs and benefits of their services
for their users, news sources, advertisers, and the platforms themselves [39]; on-demand work
platforms use algorithms to assign tasks, which affects their customers, their workers, and their own
profits [41, 51, 72]; and city governments use algorithms to manage police patrols, neighborhood
school assignments, and transportation routes [67, 76].
These governing algorithms can have a substantial impact on our society; they can enable

efficient, data-driven decisions at massive scale, but they also risk invisibly perpetuating socially
undesirable or erroneous decisions. Recent real-world cases suggest that algorithmic governance
can lead to compromises in social values and unfairly prioritize a small set of stakeholders’ benefits
at the cost of others’ [4, 21, 82]. For example, the objective of the social media curating algorithms
is to maximize the profits of the company and satisfy the advertisement providers, often at the
cost of social values such as healthy media consumption and privacy [16]. Algorithms used in
public assistance automate decisions for efficiency and risk having disparate impacts on the groups
of people affected by the decisions [4]. When algorithms are designed without considering a
community’s needs, as in the case of Boston’s bus scheduling system, they may receive pushback
from the community and ultimately not be adopted [82].

Emerging work has called for greater involvement of stakeholders and affected communities in
the development of algorithmic systems. These projects have sought to understand the public’s
expectations of moral behaviors [14, 54, 60] and varying concepts of fairness [48, 50, 84], as well
as stakeholders’ needs and requirements [2, 87] around Artificial Intelligence (AI) systems; yet
translating the results into actual algorithms is difficult, as these studies have often relied on
hypothetical moral dilemmas or collected qualitative expectations and opinions that developers
and designers need to interpret in order to build the algorithm.
Our vision is to empower people to design algorithmic governance mechanisms for their own

communities. We argue that this participatory algorithm design process is a step toward creating
algorithmic governance that is effective yet also moral. In traditional participatory governance,
stakeholder participation in policy-making improves the legitimacy of a governing institution in a
democratic society [36, 38].1 Participating in service creation has also been shown to increase trust
and satisfaction, thereby increasing motivation to use the services [8]. In addition, participation
can increase effectiveness. For certain problems, people themselves know the most about their
unique needs and problems [36, 56]; participation can help policymakers and platform developers
leverage this knowledge pool. Finally, stakeholder participation can help operationalize moral
values and their associated trade-offs, such as fairness and efficiency [36]. Even people who

1By “legitimacy,” we refer to Weber’s notion that “persons or systems exercising authority are lent prestige” [81]. A policy or
action is legitimate when constituents have good reason to support it [37]. In western democratic societies, the legitimacy
of governing systems is often established through the public practice of democracy that seeks to earn the consent of the
governed by soliciting their input, often through elections, to influence government and public policy.
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Fig. 1. The WeBuildAI framework allows people to participate in designing algorithmic governance policy. A
key aspect of this framework is that individuals create computational models that embody their beliefs on
the algorithmic policy in question and vote on the individual’s behalf.

agree wholeheartedly on certain high-level moral principles tend to disagree on the specific
implementations of those values in algorithms—the objectives, metrics, thresholds, and trade-
offs that need to be explicitly codified rather than left up to human judgment.

Enabling stakeholder participation in algorithmic governance raises several fundamental research
questions. First, what socio-technical methods will effectively elicit individual and collective beliefs
about policies and translate them into computational algorithms? Second, how should the resulting
algorithms be explained so that participants understand their roles and administrators can make
decisions using the algorithms? How does participation influence participants’ perceptions of
and interactions with algorithmic governance? Finally, how does the resulting collectively-built
algorithm perform?
In order to address these research questions, we propose a framework called WeBuildAI that

enables people to collectively design an algorithmic policy for their own community (Figure 1).2
By “design,” we mean having the community members and stakeholder themselves define the
optimization goals of the algorithms, the benefits and costs of the algorithmic governance decisions,
and the value principles that they believe their community should embody and operate on. The
key aspect of this framework is that individuals create computational models that embody their
beliefs on the algorithmic policy in question,3 and then these models vote on their individuals’
behalf. This works like a group of people making a decision together: computational models of
each individual’s decision-making process make a collective choice for each policy decision. The
individual models rank possible alternatives, and the individual rankings are then aggregated
via the classic Borda rule. The resulting algorithmic recommendations are explained to support
administrative decision-makers.
As a case study, we applied this framework to develop a matching algorithm that distributes

donations through collaboration with 412 Food Rescue, a nonprofit that provides an on-demand
donation transportation service with volunteer support. The algorithm matches donors with

2We define “community” according to the Merriam-Webster dictionary as a “unified body of individuals,” particularly a
group linked by a common interest or policy.
3By “belief,” we mean a “positional attitude,” in other words, ”the mental state of having some attitude, stance, take, or
opinion about a proposition” [70].
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recipient organizations, determining who receives donations and how far volunteers need to drive
to deliver donations. We solicited stakeholder participation to adjudicate the tradeoffs involved
in the algorithm’s design, balancing equity and efficiency in donation distribution and managing
the associated disparate impacts on different stakeholders. Over the course of a year, we had the
stakeholders—donors, recipient organizations, volunteers, and the 412 Food Rescue staff—use the
WeBuildAI framework to design the matching algorithm, and researched their experiences through
a series of studies. The findings suggest that our framework successfully enabled participants
to build models that they felt confident represented their own beliefs. In line with our original
goals, participatory algorithm design also impacted both procedural fairness and distributive
outcomes: participants trusted and perceived as fair the collectively-built algorithm, and developed
an empathetic stance toward the organization. Compared to human dispatchers, the resulting
algorithm improved equity in donation distribution without hurting efficiency when tested with
historic data. Finally, we discovered that the individual model-building process raised participants’
algorithmic awareness and helped identify inconsistencies in human managers’ decision-making
in the organization, and that the design of the individual model-building method may influence the
elicited beliefs.
Our paper makes three contributions. First, we offer a framework and methods that enable

participatory algorithm design, contributing to emerging research on human-centered algorithms
and participatory design for technology. Second, through a case study with stakeholders in a real-
world nonprofit, we demonstrate the feasibility, potential, and challenges of community involvement
in algorithm design. Finally, our work provides insights on the effects of procedurally-fair algorithms
that can further understanding of algorithmic fairness.

2 GOVERNING ALGORITHM DESIGN AND PARTICIPATION
Our framework draws from social choice and participatory governance literature to enable partici-
patory algorithm design. In this section, we first lay out normative choices in algorithm design. We
then review and identify gaps in participatory design literature and emerging work to introduce
stakeholder participation in algorithm design. Finally, we discuss how we leveraged participatory
governance literature to inform our framework design.

2.1 Normative Choices in Algorithm Design
In line with Aneesh’s definition of “algocracy,” when “authority becomes embedded in the technol-
ogy itself” [3] rather than traditional forms of governance, and Danaher’s elaborations, we define
“governing algorithms” as algorithms that “nudge, bias, guide, provoke, control, manipulate and
constrain human behaviour” [27]. All algorithm design choices cannot be addressed by a purely
technical approach [42, 83]; particularly in governing algorithms, some design choices require a
normative decision, as they affect multiple stakeholders and need to codify critical social values
and associated tradeoffs. We describe three such design choices below.

First, increasingly more research has investigated computational techniques to encode social and
moral values in algorithms, yet many still rely on fundamental measures and algorithmic “objective
functions” that humans must define. Defining these terms is complex. Fairness, for example, broadly
defined as treating everyone equally, has multiple definitions and theoretical roots. In prior work,
fairness has been defined as equitable distributive outcomes and just, unbiased, non-discriminatory
decision-making processes [11]. Fairness is an important value in governing algorithms as al-
gorithms can perpetuate unfair treatment of different populations or stakeholders [27, 35, 85].
Emerging work develops computationally fair algorithms [17, 34], yet applying these techniques
to real-world settings still requires human judgment. For example, individual fairness, or treating
similar individuals similarly, requires a definition for “similar individuals” [32].
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Second, multiple social values and objectives cannot be satisfied to the same degree, which
necessitates making tradeoff decisions. For example, all fairness principles cannot be guaranteed
simultaneously [22, 46], so a human decision-maker must determine which fairness definitions an
algorithm should use. Similarly, operational efficiency and fairness are often competing values in
modern capitalist democracies [61]. Algorithms that aim to achieve both require human judgments
about how to balance the two, because there is no fundamental “right” balance and one cannot be
determined purely through optimization [9].

Finally, these definitions and values are context-dependent. Recent empirical work on perceptions
of “fair” algorithms suggests that different social groups believe in different fairness principles, and
even algorithms that embody a fairness principle may not be perceived as fair if the implemented
principle is not in accordance with the affected group’s beliefs [48]. For example, some groups in the
study preferred random allocation that treated everyone equally, and did not consider individual
differences to be relevant to task allocation. Other groups desired equity-based allocation, in which
the tasks are allocated to satisfy everyone’s preferences to a similar degree. Some other groups
wanted to consider both preferences and task completion time as fairness factors, so that people
work for a similar amount of time and their preferences are satisfied similarly. These findings
suggest people believe in epistemically different fairness principles or desire varying ways of
operationalizing fairness principles. Real-world examples also suggest that algorithmic software
will fail to be adopted if it uses features or objective functions that do not fit the context of the
affected community. For example, a “fair” algorithmic school start time scheduling software in
Boston received pushback from the community and was ultimately not adopted, because the
policymakers’ and developers’ efforts to decrease racial disparities did not consider important
values and constraints of the stakeholders [82]. This body of work suggests that fairness principles
must be context-specific, and that algorithmic systems should embody fairness notions derived
from the community.
These normative choices in algorithm design are fundamental; how do we understand and

formalize context-dependent values? Who should determine these important values and tradeoffs
in governing algorithms, and how? Our approach to these questions is inspired by the long line of
research on participatory design.

2.2 Gaps in Participatory Design and Human-Centered Research on AI
Participatory design originated in Scandinavia in the 1960s with the intention of involving workers
in planning job design and work environments. Participatory design was subsequently adopted in
the fields of human-computer interaction and engineering [59, 80], and researchers and designers
have included “end-users” in design activities for computing systems in a wide range of domains
such as workspaces [13], healthcare [6], and robots [30]. In participatory design, the researchers and
users of a technology share power and control in determining its technological future [15, 59, 80],
so that the stakeholders or populations that the technology will influence have a say in the resulting
design, and the technology can better reflect their needs, values, and concerns. More recently,
several scholars have argued that one needs to be more cognizant of the agency and influence of
the researchers and designers in “configuring the process participation,” and more critical analysis
must be done in terms of who initiates participation and who benefits from it [80].
While participatory design has been applied to diverse forms of technology, the research on

involving users in the process of designing algorithms or AI is still in its infancy. Rahwan [64]
argues for “society-in-the-loop,” which stresses the importance of creating infrastructure and tools
to involve societal opinions in the creation of AI. Emerging work has also started to explore societal
expectations of algorithmic systems such as self-driving cars [14, 60] and robots [54]. This line
of work offers an understanding of the public’s general moral values around AI through thought
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experiments, but it is di�cult to translate them into actual AI technology as they have often been
done in hypothetical moral dilemma situations.

Emerging work seeks to understand participants' values with regard to the fairness of actual
AI products, with the goal of representing these values in the �nal AI design. For example, Zhu
et al. proposed Value Sensitive Algorithm Design [87], a �ve-step design process that starts with
understanding the stakeholders and ends with evaluating algorithms' acceptance, accuracy, and
impacts, in the context of Wikipedia bots. In this process, designers interpret stakeholder opinions
and make the necessary trade-o� decisions. Alvarado and Waern organized a participatory work-
shop for social media curation algorithms in which people were asked to imagine ideal �algorithmic
experiences� [2]. Lee et al. and Woodru� et al. conducted interview and workshop studies on what
people think �fair� algorithms are in the contexts of donation allocation [50] and online ads [84].
Other scholars systematically investigated perceived fairness of algorithmic decisions in hiring [47],
recidivism [31], child welfare services [18], and resource allocation such as task assignment [48]
and goods division [49].

To our knowledge, however, little work has sought to formalize subjective concepts of fairness.
Furthermore, while these studies provide us with a better understanding of general public and
user perceptions of justice and fairness, they do not close the loop on algorithmic developments
that respond to these concerns. Our work proposes a method for directly involving end-users or
stakeholders of algorithmic services in determining how the algorithms should make decisions. One
aspect that di�erentiates our work is that we o�er a tool through which people without algorithmic
knowledge can directly specify or �sketch� [20] how they would like the algorithm to behave; we
couple this with a method for aggregating di�erent stakeholders' points of view.

2.3 Participatory Governance

Our framework draws on the literature on participatory governance. A �rst step in participatory
governance is to determine what governance issues participants will consider and how participation
will in�uence �nal policy outcomes. User groups, or mini-publics [36], can be con�gured as open
forums where people express their opinions on policies; focus groups can be arranged for speci�c
purposes such as providing advice or deriving design requirements. In full participatory democratic
governance, citizen voices are directly incorporated into the determination of the policy agenda.
Our framework focuses on this last form: direct participation indesigningalgorithmic governance.
By �direct participation,� we mean that people are able to specify �objective functions� and behaviors
in order to create desirable algorithmic policies. This direct approach can minimize potential errors
and biases that occur when codifying policy ideas into computational algorithms, which has been
highlighted as a risk in algorithmic governance [45].

A key aspect of governance is collective decision-making. Our framework builds on social choice
theory. Social choice theory involves collectively aggregating people's preferences and opinions by
creating quantitative de�nitions of individuals' opinions, utilities, or welfare and then aggregating
them according to certain desirable qualities [71]. Voting is one of the most common aggregation
methods, in which individuals choose a top choice or rank alternatives, and the alternatives with
the most support are selected. Social choice theory is typically built on an axiomatic approach,
formally de�ning desirable axiomatic qualities and studying voting rules that satisfy them. Indeed,
the Borda voting rule satis�es a number of such properties, including monotonicity (pushing an
alternative upwards in the votes should not hurt it) and consistency (if two electorates elect the
same alternative, their union does too). We adopted a social choice approach speci�cally because
our ultimate design outcome is an algorithm. While we know �quanti�cation� has limitations
in capturing nuances in the real world, quanti�cation is an inevitable step in algorithms as they
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need quantitative inputs. Social choice theory provides a framework for formally reasoning about
collective decisions at scale.

Implementing participation in algorithmic governance requires addressing the following chal-
lenges. First, how can we enable individuals to form beliefs about policies through deliberation
and express these beliefs in a format that the algorithm can implement? Second, how do we con-
solidate individuals' models? Finally, how do we explain the �nal decisions so that people can
understand the in�uence of their participation on the resulting policy, and administrators can use
the collectively-built governing algorithm? In the next section, we describe our framework and
how it addresses these challenges.

3 THE WEBUILDAI FRAMEWORK

Here we lay out the basic building blocks of the WeBuildAI framework, which enables participation
in building algorithmic governance through a novel combination of individual belief learning,
voting, and explanation. Our framework design draws on the �eld of political theory, which
investigates collective decision-making and e�ective citizen participation in governance.

The key idea of the framework is to build a computational model representing each individual
stakeholder, and to have those models vote on their individuals' behalf. This works like a group of
people making a decision together: computational models of each individual's decision-making
process make a collective choice for each policy decision.

3.1 Individual Belief Model Building

Building a model that embodies an individual's beliefs on policy gives rise to three challenges. First,
people need to determine what information, or features, should be used in algorithms. Second,
the individual needs to form a stable policy that applies across a broad spectrum of situations.
This process requires people to examine their judgments in di�erent contexts until they reach an
acceptable coherence among their beliefs, or re�ective equilibrium [28, 66]. Third, people without
expertise in algorithms need to be able to express their beliefs in terms of an algorithmic model.
We address these challenges by deriving a set of features from people's inputs, and then using both
bottom-up machine learning training and top-down explicit rule making.

3.1.1 Feature Selection.The �rst step is to determine features that people believe should be used by
the algorithm to make decisions. People's opinions can be solicited through interviews or surveys.
The derived set of features will be used to construct pairwise comparisons between alternatives, or
allow people to directly specify weights for each of the features.

3.1.2 Model Building.We use both machine learning and explicit rule speci�cation. By allowing
people to use both types of models iteratively, we seek to support deliberation. By building a machine
learning model via pairwise comparisons, people can develop a policy that works across various
contexts; by explicitly specifying a policy that they have been implicitly forming, participants can
consolidate and externalize their beliefs; then by answering new pairwise comparisons questions,
they can evaluate whether the rules they have in mind work consistently across contexts.

� Machine Learning Model.To train an algorithm that re�ects people's decision criteria, the
machine learning method uses pairwise comparisons between a pair of alternatives that vary
along the features derived from the previous step. Pairwise comparisons have been used
to encourage moral deliberation and reach a re�ective equilibrium in determining fairness
principles [66], and have been used as a way to understand people's judgments in social and
moral dilemmas in psychology and economics [25]. This method allows people to become
familiar with di�erent contexts, and develop and re�ne their beliefs.
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We utilize random utility models, which are commonly used in social choice settings to
capture choices between discrete objects [55]. In a random utility model, each participant
has a true �utility� distribution for each object, and, when asked to compare two potential
objects, she samples a value from each distribution. For each participanti , we learn a single
vector � i such that the mode utility of each potential decisionx is � i ¹xº = � T

i x. We then
learn the relevant� i vectors via standard gradient descent techniques using Normal loss.

� Explicit Rule Model.In this method, participants directly specify their principles and decision
criteria as used in expert system design [29]. Human-interpretable algorithmic models [86]
such as decision trees, rule-based systems, and scoring models have been used to allow people
to specify desired algorithmic behaviors. This approach allows people to have full control
over the rules and to specify exceptional cases or constraints. Speci�cally, for each of the
features, participants can specify scores to express how much the algorithm should weight
di�erent features.

3.1.3 Model Selection.Once people build their models using the two methods, we visualize the
models and show example decisions that each model has made so that people can understand each
model and select the one that best re�ects their beliefs.

3.2 Collective Aggregation

Once participants have built their models, the next challenge is to construct a collective rule that
consolidates the individual models. We address this challenge by leveraging social choice, one of
the main theories of collective decision-making, which aggregates peoples' opinions according to
certain desirable qualities [71]. Voting is one of the most common aggregation methods. In voting,
individuals can specify a top choice or rank alternatives, and the alternatives with the most support
are selected. In our framework, we use the Borda voting method due to its relative simplicity and
robust theoretical guarantees in the face of noisy estimates of true preferences, as shown in a paper
by some of the authors [44].

The Borda rule is de�ned as follows. Given a set of voters and a set ofm potential allocations,
where each voter provides a complete ranking over all allocations, each voter awardsm � k points
to the allocation in positionk, and the Borda score of each allocation is the sum of the scores
awarded to that allocation in the opinions of all voters. Then, in order to obtain the �nal ranking,
allocations are ranked by non-increasing score. For example, consider the setting with two voters
and three allocations,a,b, andc. Voter1 believes thata � b � c and voter2 believes thatb � c � a,
wherex � y means thatx is better thany. The Borda score of allocationa is 2+ 0 = 2, the Borda
score of allocationb is 1+ 2 = 3, and the Borda score of allocationc is 0+ 1 = 1. Therefore, the
�nal Borda ranking isb � a � c.

Once stakeholders create their models, the models are embedded in the AI system to represent
the stakeholders; for each algorithmic decision task, each individual model ranks all alternatives,
and the ranked lists of all participants are aggregated using the Borda rule to generate the �nal
ranked list.

3.3 Algorithm Explanation and Human Decision Support

Finally, the ranked recommendations must be explained to stakeholders to communicate how
their participation has in�uenced the �nal policy and supported operational decision-making.
Communicating the impact of participation can reward people for their e�ort and encourage them
to further monitor how the policy unfolds over time. While the importance of communication is
highlighted in the literature, it has been recognized as one of the components of human governance
least likely to be enacted [36]. Algorithmic governance o�ers new opportunities in this regard
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because the aggregation of individual models and resulting policy operations are documented. A
new challenge is how to explain collectively-built algorithmic decisions, an area in which little
prior research has been done. We address this challenge by displaying each recommended option's
Borda score, its average ranking per stakeholder group, and its �standout� features in order to
support the administrators enacting the algorithmic policies.

4 CASE STUDY: MATCHING ALGORITHM FOR DONATION ALLOCATION

We applied the WeBuildAI framework in the context of on-demand donation matching in collabo-
ration with 412 Food Rescue [1].

4.1 Goals of Participation in Matching Algorithm Design

4.1.1 Organizational Context.412 Food Rescue is a non-pro�t that provides a �food rescue� service:
donor organizations such as grocery and retail stores with extra expiring food call 412 Food Rescue,
and then 412 Food Rescue matches the incoming donations to non-pro�t recipient organizations.
Once the matching decision is made, they post this �rescue� on their app so that volunteers can
sign up to transport the donations to the recipient organizations. The service's success depends on
the participation of all stakeholders�a continuous stream of donations, recipient organizations'
willingness to accept the donations, volunteers' e�orts to transport donations, and 412 Food Rescue's
operational support and monitoring. The organization has grown successfully for the past few
years. They have rescued over three million pounds of food and are expanding their model into food
rescue organizations in four other cities, including San Francisco and Philadelphia. The donation
allocation policy is at the core of their service operation; while each individual decision may seem
inconsequential, over time, the accumulated decisions impact the welfare of the recipients, the type
of work that volunteers can sign up for, and the carbon footprint of the rescues.

412 Food Rescue wanted to introduce an algorithmic donation allocation system for two reasons.
First, they currently have a few employees per day, known as dispatchers, manually allocating all
donations that come in that day. On a busy day, each dispatcher has to manage over 100 donations,
which is too many, so the organization wants to reduce dispatcher workload. Second, 412 Food
Rescue wishes to improve equity in their donation distribution. The current donation distribution
is quite skewed, with 20% of recipient organizations receiving 70% of donations (Figure 5a), because
allocation decisions are often made for convenience.

4.1.2 Equity-E�iciency Tradeo� and Stakeholder Motivation.In designing this matching algorithm,
we used participation to determine the tradeo� between equity and e�ciency. In this context,
we de�ne �equity� as giving donations to recipients with greater need and �e�ciency� in terms
of the distance each donation travels from donor to recipient. Balancing equity and e�ciency is
challenging as this design choice has di�erent impacts on di�erent stakeholders. For example, if
the matching algorithm prioritizes e�ciency and gives donations to recipients closest to donors,
volunteers will bene�t from shorter driving times, but the donation distribution may be skewed and
recipients in wealthier areas may receive more donations, as donors are often located in wealthier
areas. On the other hand, if the matching algorithm prioritizes equity, recipients with greater need
may receive more donations, but this may increase the distance that volunteers need to drive, as
well as the e�ort 412 Food Rescue must spend in recruiting the volunteers. Finding a collective
solution to this problem is critical to the success of the service, because all stakeholders will be
more motivated to continue participating in the service if they feel their needs are respected.
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4.2 Stakeholder Participants

4.2.1 Volunteer-Based Participation.We used our framework to build the matching algorithm
collectively with 412 Food Rescue's stakeholders. One of the important considerations in par-
ticipatory governance is determining who participates. A widely-used and accepted method is
volunteer-based participation [36], which accepts input from people who will be governed by the
system and who choose to participate. Many democratic decisions, including elections, participatory
forums, and civic engagement, are volunteer-based. In our application, we used a volunteer-based
method with stakeholders directly in�uenced by the governing algorithm. As our �rst evaluation
of the framework, we chose to work with a small focus group of stakeholders who volunteered to
participate in order to get in-depth feedback.

4.2.2 Participation Recruiting and Information.Our research took place over a period of one year.
We solicited stakeholder participation to determine how the matching algorithm should weight the
factors used to recommend recipient organizations. The stakeholders included donor organizations,
recipient organizations, volunteers, and 412 Food Rescue sta�. We included the governing entity as
a stakeholder because they have a holistic viewpoint on logistics: how the donation is collected,
handled and delivered to the recipient organization. The mission of the organization is to reduce
food waste and serve food-insecure populations, which overlaps with other stakeholders' goals.

The entire sta� that oversees donation matching at the organization participated in the study.
Recipients, volunteers, and donors were recruited through an email that 412 Food Rescue sta�
sent out to their contact list.4 We replied to inquiry emails in the order in which they arrived, and
collected information about respondents' experience with 412 Food Rescue and organizational
characteristics in order to ensure diversity. We limited the number of participants from each
stakeholder group to 5�8 people, which resulted in an initial group of 23 participants (including V4a
and V4b, who participated together) with varying organizational involvement (Table 1). Fifteen were
female (nine males) and everyone, except one Asian, was white.5 Sixteen participants answered
our optional demographic survey. Two attended at least some college and 14 had attained at least a
bachelor's degree. The average age was 48 (Median=50 (SD=16.4); Min-Max:30-70). The average
household income was $65,700 (Median=$62,500 (SD=$39,560); Min-Max:$25,000-$175,000).

4.3 Research Process Overview

Our research goal was threefold: we sought to apply the framework to build a matching algorithm,
evaluate the usability and e�cacy of the framework, and understand the e�ects of participation.
To this end, we used our framework to allow participants to build their own individual models.
We conducted think-alouds throughout the data collection procedure to understand participants'
thinking processes. We also showed participants the method and results from each step of our
framework�for example, how we aggregate individual models and explain the decisions�and

4We did not include recipient organizations' clients for several reasons. First, we asked about service operation in this study.
Our previous interviews with clients [50] suggest that recipient organizations do not display where their food comes from
at the time of distribution. Thus clients generally have no experience with or knowledge of the food rescue process and lack
the hands-on experience required to consider disparate impacts on di�erent stakeholders. Because of this, we represented
clients' interests via feedback from the sta� of recipient organizations who know and serve client populations. Additionally,
412 Food Rescue did not have recipient client contact information for privacy reasons. In the discussion section, we explain
how we will seek out a way to expand participation to include groups, including clients, that are not directly involved in
the food rescue process.
5Our participants were mostly white, which re�ects the population of volunteers and non-pro�t sta� in Pittsburgh. This is
the result of a volunteer-based method [36]. In our next step, we will implement targeted recruiting of minority populations.
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Role Studies Involved

412 Food Rescue.�

F1 Sessions 1-4
F2 Sessions 1-4
F3 Sessions 1-4, w

Recipient organizations. (Clients served monthly, client neighborhood poverty rate)

R1 Human services program manager (N=150, 13%) Sessions 1-4
R2 Shelter & food pantry center director (N=50, 20%) Sessions 1-4
R3 Food pantry employee (N=200, 53%) Sessions 1-4
R4 Animal shelter sta� Session 1
R5 Food pantry sta� (N=500, 5%) Sessions 1-4
R6 After-school program employee (N=20, 33%) Session 1, w
R7 Home-delivered meals delivery manager (N=50, 11%) Sessions 1-4
R8 Food pantry director (N=200, 14%) Sessions 1-2

Volunteers.

V1 White male, 60s Sessions 1-4, w
V2 White female, 30s Session 1
V3 White female, 70s Sessions 1-4, w
V4 White female, 70s (V4a), white male, 70s (V4b)y Sessions 1-4
V5 White female, 60s Sessions 1-4
V6 White female, 20s Sessions 1-4

Donor organizations.

D1 School A dining service manager Session 1
D2 School B dining service manager Sessions 1-4
D3 Produce company marketing coordinator Session 1
D4 Grocery store manager Sessions 1-4
D5 Manager at dining and catering service contractor Session 1
D6 School C dining service employee Session 1, w

Table 1. Participants. Sessions indicate the study sessions that they participated in:w represents a workshop
study. � Info excluded for anonymity.y A couple participated together.

conducted interviews to study their understanding and responses to the method. Once partici-
pants completed all stages of the framework, we conducted interviews to understand participants'
attitudes toward the resulting algorithm and the governing organization, 412 Food Rescue.

Overall, our research resulted in 4�5 individual sessions for each participant and a workshop over
the course of a year. Because of the extended nature of the community engagement, 15 participants
completed all the individual study sessions, while 8 could participate only in the �rst couple of
sessions due to changes in their schedules or jobs (Table 1). Because participants provided research
data through think-alouds and interviews in addition to their input for the matching algorithm, we
o�ered them $10 per hour.

4.4 Researcher Stance

Our research team included people with diverse backgrounds in human-computer interaction,
arti�cial intelligence, theoretical computer science, information systems, decision science, ethics
and design, a�liated with Carnegie Mellon University and University of Texas at Austin. We had
a constructive design stance and sought to bring about positive change through the creation of

Proc. ACM Hum.-Comput. Interact., Vol. 3, No. CSCW, Article 181. Publication date: November 2019.



181:12 Min Kyung Lee et al.

artifacts or systems. Two researchers have conducted research with 412 Food Rescue in the past
and one researcher regularly volunteered in homeless shelters and food pantries in Pittsburgh. This
relationship and familiarity with public assistance work helped us gain access to the research site.

4.5 Analysis

We report how we analyzed qualitative data from all sessions in this section to avoid repetition. All
interviews were audio-recorded and transcribed, and researchers took notes throughout the think-
alouds and workshop. The data was analyzed following a qualitative data analysis method [24, 62].
Two researchers read all of the notes and interview transcripts and conducted open coding of the
transcripts at the sentence or paragraph level on Dedoose.6 The rest of the research team met
every week to discuss emerging themes and organize them into higher levels. As we progressed
in our analysis, we drew from the literature on participatory governance [36] and procedural
fairness [49, 52] to see whether the themes that we observed were consistent with or di�erent from
previous work. After all sessions were completed, we revisited the themes from each session and
further consolidated them into the �nal themes we present in this paper. In Section 8, we report the
number of participants associated with di�erent themes in order to note the relative frequency of
di�erent opinions and behaviors in our study. However, as a qualitative study with a small sample
size, we note that this should not be taken as an exact weight of whether one opinion is more
signi�cant or representative.

5 INDIVIDUAL BELIEF MODEL BUILDING

The �rst step in building individual belief models is to determine which factors (or features)
are relevant and important; we derived these factors from the authors' previous study [50] that
examined the 412 Food Rescue stakeholders' concepts of fair donation allocation. A factor that was
mentioned most frequently is the distance between donors and recipient organizations. Participants
mentioned various other factors that represent the needs of recipient organizations, such as the
income level of recipient clients, the food access levels of their neighborhoods, and the size of the
recipient organization. Additional factors that were also deemed important were the distributional
capabilities of recipient organizations, i.e., how fast they can distribute to their clients, and the
temporal regularity in incoming donations. From the factors that participants mentioned, we
selected the ones that came up most frequently and had reliable data sources.7 The selected factors
capture transportation e�ciency, recipient needs, and temporal allocation patterns (Table 2). For
example, poverty rate is an indicator of recipients' needs; distance between recipients and donors
is a metric of e�ciency; and when each recipient last received a donation is a measure of allocation
patterns over time.

We conducted three sessions to develop a model to represent each individual in the �nal algorithm.
Participants �rst completed pairwise comparisons (Figure 2a, Session 1) to train algorithms using
machine learning. Participants who wanted to elaborate on their models participated in the explicit
rule speci�cation session (Figure 2b, Session 2). If their belief changed after Session 2, they provided
a new set of pairwise comparisons to retrain the algorithm. Participants were later asked to choose
one of the two models that represented their beliefs more accurately (Figure 3, Session 3).

6https://www.dedoose.com
7We did not use organization types (e.g., shelters and food pantries) or addresses because these aspects may communicate the
racial, gender, or age characteristics of recipients and elicit biased answers based on inaccurate assumptions or discrimination.
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Factor Explanation

Travel Time The expected travel time between a donor and a recipient organization. Indicates time that
volunteers would need to spend to complete a rescue. (0-60+ minutes)

Recipient Size The number of clients that a recipient organization serves every month. (0-1000 people;
AVG: 350)

Food Access USDA-de�ned food access level in the client neighborhood that a recipient organization
serves. Indicates clients' access to fresh and healthy food. (Normal (0), Low (1), Extremely
low(2)) [78]

Income Level The median household income of the client neighborhood that a recipient organization
serves (0-100K+, Median=$41,283) [77]. Indicates access to social and institutional re-
sources [69].

Poverty Rate Percentage of people living under the US Federal poverty threshold in the client neighbor-
hood that a recipient organization serves. (0-60 %; AVG=23% [77])

Last Donation The number of weeks since the organization last received a donation from 412 Food Rescue.
(1 week�12 weeks, never)

Total Donations The number of donations that an organization has received from 412 Food Rescue in the
last three months. (0-12 donations) A unit of donation is a carload of food (60 meals).

Donation Type Donation types were common or uncommon. Common donations are bread or produce and
account for 70% of donations. Uncommon donations include meat, dairy, prepared foods,
etc.

Table 2. Factors of matching algorithm decisions. The ranges of the factors are based on their real-world
distributions.

5.1 Machine Learning Model (Session 1)

5.1.1 Pairwise Comparison Scenarios.We developed a web application to generate two potential
recipients at random according to the factors (Table 2), and asked people to choose which recipient
should receive the donation (Figure 2a).8 All participants completed a one-hour, in-person session
where they answered 40-50 randomly generated questions. They were asked to think aloud as they
made their decisions, and sessions concluded with a short, semi-structured interview that asked
them for feedback about their thought process and their views of algorithms in general. During the
research process, the link to the web application was sent to the participants who wished to update
their models on their own. In fact, 13 participants chose to answer an additional 50�100 questions
after Session 2 to retrain their machine learning models.

5.1.2 Learning Individual Models.In order to learn individual models, we utilize random utility
models, which are commonly used in social choice settings to capture choices between discrete
objects [55]. This �ts our setting, in which participants evaluate pairwise comparisons between
potential recipients. In order to apply random utility models to our setting, we use the Thurstone-
Mosteller (TM) model [58, 74], a canonical random utility model from the literature. In this model,
the distribution of each alternative's observed utility is drawn from a Normal distribution centered
around a mode utility. Furthermore, as in work by Noothigattu et al. [60], we assume that each
participant's mode utility for every potential match is a linear function of the match's feature
vector. Therefore, for each participanti , we learn a single vector� i such that the mode utility of
each potential matchx is � i ¹xº = � T

i x. We then learn the relevant� i vectors via standard gradient

8Improbable combinations of income and poverty (e.g., very high income coupled with very high poverty) were excluded
according to the census data. All factors were explained in a separate page that participants could refer to.
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